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The k-means clustering is one of the popular problems
in data mining and machine learning due to its simplic-
ity and applicability. A given set of multi-dimensional
data points should be classified into different clus-
ters according to their similarity to enable the same
treatment per cluster. However, the de facto standard
solution, i.e., Lloyd’s k-mean algorithm [3], likely might
suffer from a large amount of time on the distance
calculations. However, the bottleneck of runtime, is to
identify the closest center for each input data point,
which leads to significantly high time complexity, i.e.,
O(nkd), where n is the number of data points, k is the
number of centers and d is the number of dimensions.

Over years several researches study how to accelerate
the clustering procedure while preserving the exact
results. One popular way is to adopt analytical bounds
to filter data points by which unnecessary distance
calculations can be omitted. Towards this, Elkan’s
k-means algorithm [1] firstly proposes to adopt triangle
inequality to form the analytical bounds. In the same
vain, the following techniques seemly perform well on
low-dimenstional datasets: Hamerly in [2] proposes to
solely use one lower bound on the distance between
each point and its second closest center instead of
keeping lower bounds. Newling and Fleuret in [4]
provide an Exponion algorithm to improve Elkan’s al-
gorithm. Recently, Yu et al. [5] provide two additional
filtering bounds to form a memory-optimized Elkan’s
clustering algorithm. Nevertheless, the dominance of
the above algorithms is not decided yet.

In fact the performance of the algorithms can be
influenced by many factors. One is the adopted archi-
tecture, since the underlying caching behaviours might
determine the performance of implemented algorithms
even more than algorithmic differences. However, the
aforementioned algorithms are not studied with respect
to this context yet. Specifically for low-dimensional
datasets, we can vision that such an impact is much
significant, which motivates us to pose this topic.

In this master thesis, the student is expected to
study state-of-the-arts and an initial Elkan’s based ap-
proach at first while setting up a testbed for exploring
further. Afterwards, the student is free to explore var-
ious aspects on k-means clustering algorithms towards
architecture-aware designs and propose advanced
approaches to refine or even redesign the given ideas.
Eventually, the student is supposed to extensively eval-
uate the proposed architecture-aware approaches with
state-of-the-arts under reasonable configurations on
different platforms to conclude the studied topic. De-
pending on the results of the thesis, the student might
also experience how to write a scientific article formally.

Required Skills:

• Knowledge of C++ programming

• Clustering knowledge is beneficial

• Architecture knowledge is beneficial

Acquired Skills after the work:

• Knowledge of k-means clustering algorithms

• Knowledge of architecture-aware design

• Design, analysis, implementation of data mining
software and open source development
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