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Neural networks (NNs) are popular machine learning models used
in many application cases such as image and speech recognition.
However, due to resource constraints of low power embedded de-
vices, the deployment of machine learning models on these types
of devices is a challenge. In the literature, numerous approaches
exist to optimize NNs for energy and speed. One method is quan-
tization of NN parameters. The extreme case is using binarized
NNs (BNNs), where the weights and activations are binarized
[1]. This reduces memory size and improves execution time by
trading a small amount of accuracy. However, to achieve high
accuracy, still a high number of parameters needs to be accessed,
which makes the memory the main bottleneck.

Figure 1: Accuracy over bit error tolerance plots for a BNN for
the FashionMNIST dataset [2]

Another approach to decrease the energy efficiency and speed of
NNs is approximate computing. In approximate computing, the
result quality is traded to achieve resource efficiency. For exam-
ple, for less energy consumption and faster speed, one can reduce
the supply voltage and tune the timing parameters of DRAM or
SRAM, at the cost of bit errors. Fortunately, BNNs can tolerate
certain bit error rates without much accuracy degradation (see
Figure 1). However, recent methods only study how to optimize
the bit error tolerance of BNNs when the BNN model is given.
Here, we want to find principled approaches, e.g. from neu-
ral architecture search (NAS) [3,4], to find BNN architectures
such that the bit error tolerance is optimized, while accuracy and
memory usage should be kept at a reasonable level.

In this thesis, students first should get familiar with the general
principles of BNN training/inference and existing methods for bit
error tolerance optimization. Then, the students should study
the methods used in NAS and find out which methods could
be suitable to derive highly bit error tolerant BNNs. A novel
approach for finding bit error tolerant BNN architectures should
be evaluated in the scope of this thesis.

The overall goal of this thesis is to find highly bit error toler-
ant BNN architectures by principles methods such as NAS. The
BNNs should also have high accuracy and a reasonable model
size, such that it is possible to deploy them on small mobile and
embedded systems. Both empirical and theoretical methods are
possible.

Other suggestions and related topics are also welcome. Please
do not hesitate to make an appointment.

Required Skills:

• Basic knowledge of machine learning and neural networks

• Python and C++

Acquired Skills after the thesis:

• Knowledge of methods for enabling NNs for emerging un-
reliable devices

• Knowledge of PyTorch and CUDA extensions
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