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The predictive performance of a machine learning
model highly depends on the corresponding hyper-
parameter setting. Hence, hyper-parameter tuning is
often indispensable. Normally such tuning requires the
dedicated machine learning model to be trained and
evaluated on centralized data to obtain a performance
estimate. Model-Based Optimization (MBO) also
known as Bayesian optimization [2], is one state-of-
the-art method for tuning hyper-parameters.

During the tuning process of hyper-parameters, we
also assume the distribution of the training data set
and test data set are consistent. However, in the
real-world applications, the trained machine learning
model can suffer from dataset shift, which means
the data used to train a machine learning model is
different from where the model operates. The dataset
shift problem is also known as concept drift problem
or dynamic optimization problem. Such a problem
can significantly downgrade the performance of the
pre-trained machine learning model.

To overcome the aforementioned dataset shift prob-
lem, the pre-trained machine learning model has
to be re-trained using the latest collected data to
obtain the stable performance. During the re-training
process of the machine learning model, the pre-tuned
hyper-parameter may also need to be re-trained.
In [4], we assume the dataset shift can also result in
the drift of the optimal hyper-parameter. Therefore,
the corresponding hyper-parameter of the machine
learning model has to be re-tuned and two approaches
are proposed by assuming the tuning process is a black
box optimization problem. However, the assumption
that the optimal hyper-parameter also drifts by dataset
shift has not been verified.

In this thesis, the student is supposed to figure out if
the aforementioned assumption is correct or not, by
using synthetic data set with artificially injected data
shift(s). The details of the work flow are as follows:

1. Generate the data sets with shift by using the ap-

proaches presented in [3];

2. Tune two sets of optimal hyper-parameter for the
dedicated data set, i.e., before and after the shift,
by using BoTorch [1];

3. Cross-validate the two sets of tuned hyper-
parameter for the entire data set to evaluate the
variance of performance of the trained machine
learning. That is using these two sets of tuned
hyper-parameter to train two different machine
learning models using the same training data set,
and the performance is evaluated by using the same
data set (with shift).

To make a more comprehensive conclusion, the student
is supposed to evaluate different data sets, different
shift methods, and different machine learning models.

Required Skills:

• Knowledgeable of Python programming

• Knowledgeable of basic machine learning model,
e.g., RF, MLP, and CNN

• Knowledgeable of model based optimization or
Bayesian optimization

Acquired Skills after the work:

• Knowledge of machine learning

• Knowledge of hyper-parameter tuning

• Knowledge of Open-Source Software
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